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ABSTRACT

Domain-specific modeling languages and generators have been shown to significantly improve the productivity and quality of system and software development. These benefits are typically reported without explaining the size of the initial investment in creating the languages, generators and related tooling. We compare the investment needed across ten cases, in two different ways, focusing on the effort to develop a complete modeling solution for a particular domain with the MetaEdit+ tool. Firstly, we use a case study research method to obtain detailed data on the development effort of implementing two realistically-sized domain-specific modeling solutions. Secondly, we review eight publicly available cases from various companies to obtain data from industry experiences with the same tool, and compare them with the results from our case studies. Both the case studies and the industry reports indicate that, for this tool, the investment required to create domain-specific modeling support is modest: ranging from 3 to 15 man-days with an average of 10 days.
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1 INTRODUCTION

Domain-Specific Languages (DSL) and Modeling (DSM) have been shown to significantly improve the productivity and quality of software development in various industries, such as automotive, consumer electronics, signal processing, telecom, solar power systems, military etc. [4, 15, 27, 32]. These improvements are possible because of two characteristics. First, a DSL can raise the level of abstraction beyond programming by specifying the solution in a language that directly uses concepts and rules from a specific problem domain. Second, generators can produce fully functional code from the high-level specifications [11, 27]. History has shown that each time the level of abstraction has been raised with automation, the improvements have been significant.

Typically the benefits from DSM or DSLs are reported without detailing the size of the original investment: How many people and how much time did it take to create the modeling languages, their generators, and tool support. In this study we address this omission by comparing the effort to create such complete DSM solutions across ten cases.

We investigate the size of the investment by analyzing language creation effort in two complementary ways: by conducting case studies ourselves, and by analyzing reported industry cases. We focus on languages created and used in real-world situations. These language implementations are complete and ready to be used. Using a case study research method we collect data on the implementation effort in detail in two cases, and with a literature review we inspect publications from eight industrial language creation projects that also reported the initial development effort. The results of the comparison across all cases show that with appropriate tools, the development effort is modest — in particular when compared to the benefits achieved.

After describing the research methods and subject of this study, we report the case studies and industry experiences, and compare the effort across them. We then conclude by examining other published comparisons of language development effort, and integrating our results into that body of evidence.

2 INVESTIGATING LANGUAGE CREATION EFFORT

Creating DSLs is said to be hard [15], and to require time and resources — in particular when creation of tooling support is included [19]. Unfortunately the vast majority of the studies on creating modeling solutions do not disclose much about the effort. Investigating the creation of DSLs is also challenging as it is hard to obtain data that is comparable and could be generalized. First, there is the obvious difference between the domains, making it hard to compare language creation projects. Second, there are differences in the experience of the language developers. Third, tools and technologies applied for language development influence the effort needed. In this study we exclude the influence of different tools by focusing on language creation efforts within the same tool, MetaEdit+ [9, 17].
2.1 Subject of the Study: DSM Solution

By language creation we mean creating a complete modeling solution that can be given to language users. Typically the following parts need to be specified for a complete DSM solution:

- Metamodel: Language creation almost always starts from identifying the language concepts. The bare concepts are fleshed out with their properties and relations to form a language. The resulting language is then formalized into a metamodel or a grammar in a tool.
- Constraints: In addition to the language concepts, there are also a number of rules and constraints that models should follow. Defining them aids in prevention and early identification of modeling errors, speeds up specification work, and makes the models applicable for generators, checkers, simulation etc. These rules are typically part of the metamodel or defined separately with a language expressing constraints.
- Notation gives a representation for humans to create, edit and read the specifications. Typically, a symbol is defined for each of the main concepts in the modeling language. Additionally there can be notational elements to show errors, incompleteness, provide reading aids etc. Often the notation is a diagrammatic representation, but can also be based on other representational paradigms like matrices or tables. In this study we focus on domain-specific modeling and exclude solely textual representations and extensions of programming languages — along with related syntax-oriented text editors.
- Generators read the models and transform them into code or other outputs. Building a generator is about defining how model elements are mapped to code or other output. Generator building also includes making sure the resulting code is ideal: optimization, using patterns and coding styles, and integration with existing libraries and legacy code.
- Tooling and tool-chains: Depending on the tool being used, in addition to defining the language’s metamodel, constraints and notation, it may be necessary to provide extra information or code to implement modeling tool functionality. Generators too will depend on tooling, and need to be integrated with other tools in the chain: the compiler, build process, requirements management, version control, testing etc.
- In addition, the language creator can make ancillary material over and above what is necessary to provide tool support for the language: training material, tutorial examples, guides etc. As these are similar to those for any other task or technology, and the set is rather open-ended, we will only consider them in passing here.
- During the literature review we did not find any publications that detailed the implementation effort for all of the above parts. The selected case study research method allows us to do that.

2.2 Research Methods

To obtain a more comprehensive view on the language development effort we apply two research methods: case studies and review of industry reports.

2.2.1 Case Studies. With a case research method we collect detailed data on two DSM creation projects: one addressing creation of applications for an embedded device and another implementing an enterprise architecture language called ArchiMate [28]. These cases were selected as they are of realistic size and their implementation can be made available without any restrictions. These languages are also different in respect to their purpose, and in the way their existing specification is presented, particularly when addressing constraints and generators.

As in all research, a case study must be planned to obtain scientific knowledge, and to overcome or minimize the limitations of the research approach followed. Our research objective is to extract information in detail about the development effort for creating the different parts of the whole DSM solution.

During the case studies the language creation followed the typical iterative approach [11, 33], defining the language in small parts and testing the resulting definition by using the language with practical examples. The language implementation was performed by one engineer, as in most other industry cases (see Section 4), with some assistance from a language user testing it. The language engineer was the same in both cases, and was not familiar in detail with the domains but learned about them while implementing the DSM solutions. The tool used for defining and using the DSM solution was already familiar. Language support was tested by asking language users to apply it, by checking the result with reference applications and by using certification documents when available.

In both cases the modeling support was implemented completely, covering the metamodel, notation and semantics along with supporting tooling. Both resulting DSM solutions are ready to be used, along with integrated help and sample models.

During the implementation of the language support we collected data in two main ways: Keeping a manual record of working hours and using log data provided by the tool. The latter is more precise as it is collected automatically, but it did not provide data on all parts of the DSM solution. MetaEdit+ can provide log information when a particular language concept was created (timestamp in seconds), when the language definition effort started and when it was stopped by saving the work (times of transactions). Also the timestamps when generators were created or changed can be inspected within the tool.

In addition to the automatically collected logs, the language engineer can version the changes — covering the models and the metamodel. Both automatically collected and manually created versions were used to obtain a detailed view on the development times. MetaEdit+ does not automatically collect log information related to the notation and therefore the effort related to creating notations is based on manually kept records.

Others can repeat the case studies by collecting the data on the effort to implement languages following the same elements as we did. The scope of future studies can also be extended for example by implementing other languages or by using different tools.

2.2.2 Review of Industry Reports. In addition to case studies, we reviewed publicly available cases from various companies and domains. This allowed us to compare the findings from the case studies with industry reports and obtain a richer picture of the language creation effort. To avoid the authors’ influence as individual language engineers, we excluded industry reports where the authors had been directly involved, whether more generally in the language creation process, or more concretely in actually using MetaEdit+ to implement the DSM solutions.
Investigation of industry experiences was harder than expected as companies usually do not report about their investments or effort even on a general level — e.g. only a few among the 50 cases at [6]. This is partly understandable as companies do not want to share data on their investments, or necessarily even to spend time collecting the data. Where data is provided, it may be expressed in a way that prevents identifying the effort used for creating the language with supporting tooling. For example, at Ericsson Modeling Days a talk [1] indicated that the company has worked for more than 5 years on introducing a particular modeling tool, or has 35 people working on creating modeling tools [3].

We focused on papers and presentations describing a particular DSM solution created within a company, where details about the development effort were provided. The reports were selected from search engine query results using domain-specific modeling or domain-specific and model as keywords, and focusing on reports which have a clear industry relationship. Therefore for example cases performed solely by researchers were excluded, even if published in industry tracks of conferences. We noticed that academic publications describing language creation tend to focus on the language itself, its use, or related tooling but seldom include information about the actual development effort. It is also common that the language is not necessarily defined completely (e.g. only a metamodel) as the focus has been on studying certain aspects rather than providing a complete and ready-to-use DSM solution. Since we focused on one tool to control for the influence of tools, which earlier research has shown can be substantial [10, 12, 13], the selected literature was restricted to MetaEdit+ based DSM solutions.

3 LANGUAGE DEVELOPMENT EFFORT IN TWO CASES

The language developers had access to all documents related to the domain and/or language. For the first case, addressing an Internet of Things (IoT) device, identifying the domain concepts was quite straightforward as the device had a fixed set of sensors and functionality — all detailed in the device documents. Putting these concepts together into a language was relatively simple: a domain-specific state model approach seemed appropriate. Notation, model checking rules and generators needed to be identified and developed. The code generator was tested with the available reference applications.

The implementation of the ArchiMate metamodel followed existing specifications by The Open Group and thus shows a case in which almost all requirements are available. Thus, it is similar to other studies made to compare the effort where a known language is defined (e.g. [13, 21]). Implementation of ArchiMate was tested by creating reference models and by using the available certification documents. We did not, however, follow the certification process as that would be costly, and to our surprise the certification [30] did not cover the implementation in detail, e.g. omitting the large number of rules related to the ArchiMate language.

3.1 IoT device

The first language we implemented targets the development of applications for an IoT device. Rather than have developers manually write the application code covering the logic, reading sensor data, and communicating with the outside world, we created a DSM solution consisting of two integrated modeling languages and a JSON generator. An application developer can therefore design the application using the concepts of the IoT device, such as its sensors and services, and produce complete code from the models which can then be executed in a device1.

The core language is based on a state machine that is extended with services and rules of the device. Sensors (movement, pressure, luminance, GPS, temperature etc.) provide various events and data along with some internal housekeeping functions like checking battery level and charging status. The action part of the state machine covers various communications methods with which the device can interact with the outside world (like sending messages to the cloud or SMS to a phone). Fig. 1 shows a small illustrative example developed with the implemented DSM solution: a sauna application that uses temperature and humidity sensors. When the temperature is over 60°C, the application checks the humidity and sends the information to the given phone number. The example is small as only 2 out of over 10 possible sensors are used, and only SMS sending is used. The figure also shows the modeling environment for creating the models, checking them and running generators.

While the first language focuses on implementing a single application, the second IoT language, integrated with the first, allows developers to integrate several applications or modules. This helps to address scalability and manage various models as in Fig. 1.

3.1.1 Parts of the implemented DSM solution. The completely defined metamodel contains 74 elements. As a point of reference, this is about one third of the size of the metamodel of UML 2.5 [20] in the same metamodeling language in MetaEdit+. In addition, 39 constraints were defined in the metamodel. These include how objects can be connected with each other by relationships, how many participants there can be in such connections, and how diagrams can be organized to handle the design of large applications. The most common kind of constraints were regular expressions to ensure that entered property values were correct within the domain, e.g. legal values for humidity, pressure etc., or to make providing a value mandatory. These constraints ensure that the data entered into the model is legal and so can be directly used in code generation. While creating the metamodel and constraints, the metamodel concepts were annotated with descriptions where necessary, so that the modeling tool can provide an integrated help system for the language users.

For the notation, 54 symbol elements were defined. Many of the notational elements were conditional showing different symbol elements depending on the design data entered in the model. In addition, 9 small symbols were defined to be used as icons. These icons are not mandatory — MetaEdit+ will automatically provide icons based on the main symbol — but make the language concepts easier to identify from the editor’s toolbar from which the elements are selected. These icons are also used to differentiate the concepts in various views and browsers.

Generators were defined for two purposes: 1) for checking the rules and constraints that were not expressed in the metamodel — mostly incompleteness, like a missing start state or elements that are not connected with the rest of the designs, 2) for producing

1https://www.thingsee.com/
JSON code in a file to be uploaded to the device. For checking, only one generator module (21 LOC in MERL, the MetaEdit+ Reporting Language) was needed because of the work already done in the constraints, whereas the JSON generator consists of 28 generator modules (556 LOC).

Based on these definitions MetaEdit+ provides tool functionality for modeling, managing models, collaborative editing, checking model validity and generating the code. The implementation of the complete language along with its generators is available from https://www.metacase.com/download in the "IoT" example project in MetaEdit+

While the language can be considered complete, it could be extended with additional support and guidance mechanisms. These could include examining the specification to inform if the designed use of sensors consumes battery, etc. Nevertheless, we check some of these when relevant for safety, like that the device is not planned to measure temperatures higher than those for which the manufacturer gives a guarantee. This capability is a typical example of providing domain-specific knowledge directly in the DSM solution.

3.1.2 DSM implementation effort. The total implementation effort for creating a ready-to-use IoT modeling support was 3.8 man-days — calculated based on 8-hour work days. The implementation effort spent on different parts of the whole DSM solution is illustrated in Fig. 2. Implementing the metamodel and its constraints and checks took just under one working day. To be precise, based on the automatically collected logs the metamodel was defined in 5.8 hours. The definition of the 39 rules expressable directly as MetaEdit+ constraints took 1 hour, with an extra 1 hour for those that required generators for checking model completeness and correctness.

The notation covering symbols for the objects, relationships and roles expressed as lines connecting the objects took 5 hours. Implementing the generator producing JSON took 17 hours. The correctness of the generator was checked by modeling a few sample applications provided by the manufacturer, and comparing the generated code against the provided reference code from the same applications. Later the generator was tested in detail against a large number of small reference applications following a test-driven
approach. The effort to create the test models as detailed in [31] is not included in the generator development effort.

Additional effort to implement the tool support for the language was almost zero, as MetaEdit+ provides the modeling editors, browsers, help system etc. needed based on the definitions. The only tooling related part that was needed was defining the icons used for some of the modeling elements. These were defined in less than an hour making the various language concepts easier to distinguish from each other with a small icon symbol in toolbars and browsers when the default symbol for the notation was not considered adequate.

3.2 ArchiMate

The second language is ArchiMate by The Open Group [28, 29]. The focus of ArchiMate is the representation, communication and analysis of enterprise architecture. The language aims to acknowledge concerns from a variety of stakeholders covering both business and IT. While architects may create the models, everybody should be able to read and comment the models. For this purpose ArchiMate offers a set of entities and their relationships along with suggested icons and other notational elements. Fig. 3 illustrates the use of ArchiMate in the implemented modeling solution when specifying business processes, services and roles related to insurance claims.

ArchiMate models are a combination of traditional data modeling with associations and aggregations, along with process modeling with flows, triggers and access relationships. A particular feature of ArchiMate is that it offers a layered architecture for the models — Business, Application and Technology layers — along with special relationships to relate the elements across the layers. For example, in Fig. 3, the yellow upper part illustrates the Business layer and the four blue elements in the bottom the Application layer. Here two application services, Customer Data Management and Payment Processing have Serving relationships to elements in the Business layer. The language does not have strict semantics behind the concepts and does not provide real guidance for creating the models: with ArchiMate, the same idea can be modeled in numerous ways.

In addition to the layers, the language provides various additional concepts to describe factors related to motivation, resources and work results. Finally, as the models illustrated in diagrams can quickly become large and there is a need to show different views to different stakeholders, ArchiMate suggests a set of specific viewpoints to the models.

For the implementation of ArchiMate modeling support we thus had a clear specification and there was less need to consider different choices or notational symbols than for the IoT case. Also, as ArchiMate does not support code generation, there was no need to implement generators other than for model checking. Originally, the ArchiMate implementation was created with integration to existing MetaEdit+ metamodels like BPMN for process modeling and ER for data modeling. For the case study purpose these extensions and integrations were excluded and the data collection focused only on the purely ArchiMate parts.

3.2.1 Parts of the implemented DSM solution. The implemented metamodel contains 125 elements. These include 24 abstract elements used to classify modeling elements as in the ArchiMate specification. The abstract elements of the metamodel are not directly visible to language users and are not mandatory for creating modeling support. Also the specification of ArchiMate does not use them when defining the constraints.

Constraints are a notable feature of ArchiMate and in particular the vast number of them ([29], Appendix B2): there are over 10,000 rules in the specification and almost all relate to defining which of the 11 relationships types are legal among the 61 objects types.

As the architecture models are not used for generating code, there are no real constraints on how the textual descriptions are entered to the models or even if some data is mandatory. Similarly to the IoT case, descriptions of the language concepts were added to the metamodel so that the modeling tool can provide integrated help while modeling. These covered guidance for all the main modeling elements like its objects and relationships.

For the notation part, 89 symbols were defined, trying to closely resemble the original specification. Most of these symbols are rectangles with a special icon indicating the type of the object and recommended color coding for the layers. Since the specification of ArchiMate includes suggested icons, these too were made, for display in toolbars and browsers. In total 77 icons were defined.

Generators were defined for checking purposes only, addressing some of the constraints that could not be defined in the metamodel. These included how junction concepts can be used to express relationships between more than two elements, grouping modeling objects, and checking that elements connected with composite relationships are legal. These 3 generators were small (42 LOC in the MetaEdit+ MERL language).

Based on these definitions MetaEdit+ provides editors for collaborative architecture modeling, browsers and model management tools, and other expected modeling capabilities. Also in terms of view management, the in-built capabilities of having different views to the same model or single diagram can be applied. The same element can also be shared among different views. In this way data can be displayed appropriately for different stakeholders, or a particular layer can be hidden from the model (e.g. if the focus is on the application layer and others need to be hidden). The implementation of the ArchiMate support is available from https://github.com/mccjpt/ArchiMate.

For reporting and publishing the architecture models as Word or HTML, existing predefined generators of MetaEdit+ could be used. MetaEdit+’s existing generic generators for model checking and calculating metrics could also be used on the ArchiMate models.

3.2.2 DSM implementation effort. Implementation of the ArchiMate modeling solution took almost 4 man-days. This effort was divided into different parts of the language definition as illustrated in Fig. 4. The metamodel was defined in four sessions — in total 12.1 hours. The number of constraints for relationships is huge: 10,760 in total. As adding them manually to the metamodel would be a massive effort, we automated this part of language definition using the generator system of MetaEdit+. The definition of the relationship table ([29], Appendix B) was parsed and binding rules were generated to the metamodel. The few remaining rules that dealt with model structuring into hierarchies were defined manually. The effort to define the generator that parsed the simple textual

2http://pubs.opengroup.org/architecture/archimate3-doc/apdsh.html
rule data and output the constraints in the XML import format for MetaEdit+ metamodels was 6 hours.

While we focus in this study on the initial creation phase, the automated creation of language constraints can be relevant during the maintenance. For example, the ArchiMate language is created by the Open Group in partial definitions without using test or reference data to ensure its correctness. Therefore its earlier versions have had many errors. For example, the latest major release, ArchiMate 3.0 [28], had hundreds of errors in its relationship definition, and version 3.0.1 [29] provided corrections to these. With the automated constraint definition capability, all the constraints of the newer version could be updated to the metamodel by simply running the generator.

The notation, covering symbols for the objects, relationships and roles as well as the icons, was defined in 8 hours. To avoid creating a large number of very similar notational elements, we used the symbol library and template mechanism provided by MetaEdit+. Fig. 5 illustrates this in the definition of the notation for the Technology Interface element. The template in the top right corner — shown with dotted lines and selected in the MetaEdit+ Symbol Editor — retrieves the correct icon from the symbol library and positions it correctly while keeping it from scaling with the rest of the symbol. The same icon is then used for other interface elements of ArchiMate, namely Application Interface, Technology Interface and an abstract External Active Structure Element. This pattern for defining the notation was repeated for other ArchiMate elements like its various functions, services and collaborations. In total 29
notational symbols were reused. This not only made creation of the notation easier but helped to ensure that icons are used in a consistent manner. Since there were no generators, and icons created for modeling elements could be used directly as icons for the toolbar, there was very little additional development effort needed: 1.5 hours in total.

4 DEVELOPMENT EFFORT IN REPORTED INDUSTRY CASES

While our two case studies focused on languages of a realistic size, they were developed in a controlled environment without a typical industry setting, which would normally include reporting, resource allocation and other organizational factors. To compare our experience with others and to examine the development effort in other industry cases we inspected public data — a paper or a presentation — given by other language engineers. We included the cases where the effort was clearly stated, in the paper or in the related presentation, and the language focused on a specific task. So cases where companies had developed multiple generators have been left out — unless they have separated the data on the effort to make comparison possible.

Fig. 6 summarizes the implementation efforts for cases detailed below. In all cases the actual language development — and use — was performed with the same tool, MetaEdit+. This excludes the impact of tooling from the comparison. In 4 of the 8 cases, the language development was performed by the companies’ own language engineers, and they also measured the DSM creation time. In 3 cases (Heating remote control, Military radio systems testing, Blood separators), the main language engineering effort was by an external consultant. In 1 case (Voice control), the main language engineering effort was by a consultant from MetaCase (but not one of the authors). As with our case studies, in all the industry cases the total language engineering team was small: 1 or 2 people.

4.1 Review of reported industry cases

4.1.1 Touch screen controller at Panasonic [25]. The language focuses on developing applications for home automation in an embedded device. A generator reads the models created and produces C and HTML for a Linux based touch screen. Panasonic reported their total development effort as 16 man-days, without differentiating the effort on the various elements of their DSM solution. However, later development of a second generator targeting a microcontroller using the same models was reported to take 3 man-days. This generator produces C code with build/flash/run workflow automation.

4.1.2 Sport watches at Polar [14]. The DSM solution focuses on embedded applications in a sports watch. The models specify the application UI, navigation and localization, generating C code which is typically about half of the total code in a final product. Polar reports having used 60 man-hours for developing their DSM solution.

4.1.3 Car infotainment system by OEM [2, talk at Leipzig]. A car manufacturer developed a DSM solution for specifying end-user applications for infotainment systems. The models cover static UI elements, UI logic and navigation and calls using the services (radio etc.). The generator produces Java for simulation and concept design. The OEM invested 3 man-weeks in total for creating the DSM solution: 1 week for the language and 2 weeks for the generator.

4.1.4 Voice control systems for home automation [11]. The supplier focused on machine-to-machine communication for the energy and home automation sector. The DSM solution focused on specifying voice commands and related control logic used via telephone lines. The DSM solution was implemented in 3 man-days during a two-day workshop with a MetaCase consultant and an expert of the domain for the domain analysis. The first day of the workshop produced a language that was too generic to permit code generation, resulting in a need to start from scratch under time pressure. The second attempt took 1.7 hours for the modeling language, and the generator producing assembler code for an 8-bit microcontroller took just over 2 hours.
4.1.5 Remote control for heating systems at Ouman [23]. The DSM solution specifies a control application for mobile phones, with a generator producing Python. An external consultant developed the solution in collaboration with one person at Ouman. The consultant made the implementation alone and a person at Ouman tested it to provide feedback. The development effort by the consultant was 2 man-weeks.

4.1.6 High-level synthesis for virtual platforms at Profound [22]. The DSM solution specifies the block structure for image processing systems and generates SystemC for high-level synthesis. For creating the first version, Profound used 4 man-days for the metamodel, 3 days for the notation and 5 days for the SystemC generator. The implementation was by one person who also mastered the domain of the synthesis.

4.1.7 Testing military radio system at Elektrobit [24]. For testing VoIP networks and related terminals, a DSM solution specifies test cases and larger-scale test logic. The generated target code is the TTCN3 test scripting language. The DSM development effort was 2 man-weeks. One additional week was used later to implement feedback functionality from the test environment back to the modeling tool, annotating models to visualize the execution of tests. The language testing was done later by another person creating an existing reference solution as a test case.

4.1.8 Blood separators by a supplier [5]. A medical device manufacturer has a product line of blood separators. As a part of development solution, including hardware and software, a consultant from a MetaCase partner developed a modeling language for the product line. Generators were developed to produce IEC61131 program code and configuration code. The consultant reports an investment of one man-week to create the DSM solution.

4.2 Comparing and combining the cases and industry reports

One main difference between the two cases and industry experiences is that in the latter the domain knowledge has already been available — at least the language engineers have had past experience of the problem and implementation domain, whereas in both case studies the domains were unfamiliar. Conversely, the cases were performed by an experienced language engineer, familiar both with language engineering in general and MetaEdit+ in particular. Similarly, the cases started from an already existing set of language concepts, whereas the industry experiences first had to identify the domain concepts.

The industry cases show an average of just under 2 weeks’ development effort to create a DSM solution — 9.8 days, ranging from 3 days to 16 days with a standard deviation of 4.6 days. Our two case studies with their 4 man-day development efforts fit into this range from the industrial cases — albeit at the lower end. The industry cases using purely companies’ in-house resources took on average 12.6 days, whereas those using an external consultant took on average 7.0 days. The 3 cases performed by MetaCase language engineers (1 from industry and 2 reported here) averaged 3.4 days.

Although by no means certain, these figures would seem to support a hypothesis that the most experienced language engineers may be a few times faster than a first-timer: a significant ‘transfer of learning’ effect, indicating that there are domain-independent elements that can be learned once and applied more efficiently the next time around. The question remains open as to how much of this is generalised learning about language creation, and how much is learning MetaEdit+. In any case, a first-timer both at creating a language and using MetaEdit+ is able to create a language on average in 2–3 man-weeks.

Unfortunately most of the industry cases found do not break the development effort down into the different parts of the DSM solution. The available data indicates that when implementing a DSM solution with a generator for one output language, building the generator took about 40–60% of the total effort (42% in High level synthesis, 54% in the successful second attempt at Voice control systems, 55% in IoT). Excluding generators, the notation took about 30–45% of the total time to build the language (29% in ArchiMate, 36% in IoT, 43% in High level synthesis).

Looking at the various phases and artefacts, perhaps the largest variation between cases is on the earliest stages: domain analysis, deciding the boundary and level of the language, and coming up with the main idea of the language. No separate times were gathered for these tasks, and indeed they are often spread across the modeling and notation phases. As seen in the Voice control systems case, even a relatively experienced language engineer can choose a wrong path and be forced to restart from scratch. Having a tool that allows quick, incremental building of a metamodel during these early stages can help. Making things concrete reduces the time lost, allowing early identification of problems and experimentation with various approaches.

The size of the resulting language had a surprisingly small effect on the effort required. We have data on language size from three of the industrial cases (sadly mostly not public). Although more data would be needed, it seems that effort increased less than linearly with size. Even with the largest language, nearly twice as large as UML, there is certainly no evidence of slowing caused by hitting problems of scalability or complexity. On the larger languages it seems that patterns develop for extending the language further: a new concept is often quick to add, being one more member of a set of similar existing concepts.

5 OTHER RESEARCH COMPARING EFFORT

We are not aware of many systematic studies comparing the development effort across several DSM solutions. Mostly, studies reporting development effort focus on a single case, and differences in domain, language, generation need and tools make it hard to compare across individual cases.

Some cases with comparisons do not collect effort directly, but via a proxy such as lines of code, sometimes even for different code languages. For example, in [18], a language engineer implemented the same modeling language twice — with a difference in the language definition mechanism applied. From the reported language specification we can detect that defining a UML profile with OCL constraints requires twice as many lines of constraint specification than implementing the modeling language with a metamodel using constraints offered by MetaEdit+.

Similarly in [7], several tools were given the same set of tasks, and the length of their specification in lines of code was compared.
Unfortunately the lines of code were in different languages for each tool, and the tools could choose which parts of the tasks to include, weakening the accuracy and readability of the comparison. The importance of open publishing of data was however highlighted, when further analysis in [12] was able to recover some of the information by graphing tasks completed against lines of code.

Somewhat better than comparing lines of code from different, generally unfamiliar languages is when lines of code in a known language are used as a proxy for time. This was the approach taken in [10], which took a known Eclipse GEF case in Java, and used COCOMO to estimate based on its 10,000 lines of code that its development effort was around 13 man-months (2,000 hours). This was then compared against implementing the same language in MetaEdit+, which took 1 hour. This was one of the few cases that broke down the development time into its parts: 15 minutes for the abstract metamodel and 45 minutes for the notation.

Time is a better measure of effort than lines of code. De Smedt [26] built the same simple language and its transformation and simulation support with his department’s AToM3 in 13 hours and with MetaEdit+ in 11 hours. The experiment showed the value of picking appropriate tools for the task: AToM3 has a focus on simulation, making that part easier than with MetaEdit+ where the API had to be used. Similarly, an attempt to use Poseidon was forced to stop early on because of the lack of support for transformation.

In [21], two different DSM solutions are created for the warehouse automation domain with a focus on evaluating decisions made during language design. In addition to creating modeling languages, two generators were defined to produce complete automation software, including the source code in IEC 61131-3 and the visualization of the automation system. These DSM solutions were both defined in MetaEdit+ but following different language design patterns and decisions. The resulting DSM solutions were then applied to develop the same warehouse system functionality. The implementations were made by students who did not have prior experience of DSM or the domain of automation systems. The effort to develop complete DSM solutions as student work was on average 33 man-days.

Finally, research indicates that tools can make a remarkable difference to the effort needed to create DSM solutions. An empirical study [13] applied a controlled laboratory study in which a portion of the same language, BPMN, was implemented in 5 different tools. Thus this study resembles the case of implementing ArchiMate based on an existing language specification. This study shows large differences in the development effort depending on the tool used, ranging from 0.5 days to 25 days. The smallest development effort was with MetaEdit+ 4.5 [16] and the largest with the Eclipse Graphical Modeling Framework 2.4.0 [8].

5.1 Integrating other research with our results

Perhaps most remarkably in [13], the tool with the second fastest development effort was already an order of magnitude slower than with MetaEdit+. One possible factor would be if the experiment subject using MetaEdit+ was simply a much better language engineer than those using the other tools: our cases in this paper show a factor of 3.75 between the most experienced language engineers and first-timers. To test this, one of the current authors implemented the same BPMN subset with the same MetaEdit+ version. That reimplementation took 45 minutes, over 5 times faster than the original, placing the original experiment subject at a similar skill level to other first-timers.

When the same language was made with different tools [13], by language developers of a similar skill level, effort thus varied by a factor of 50. When the same tool was used to make different languages here, effort varied by a factor of 5. A factor of 5 seems relatively modest, given the spectrum of cases covered here — the size and complexity of domain and language, need for generation, and experience of language implementer (with the tool, language creation in general, the problem domain and the solution domain).

With a factor of 50 based on the tool, and a factor of 5 on all other factors combined, the tool choice seems likely to cause the largest differences in the development effort. This effort translates into the cost of language engineer time, which in an industrial setting far exceeds factors of tool price. This indicates that teams creating domain-specific languages should pay special attention to the tool selection and be aware of that when budgeting for resources and time.

We look forward to other case studies and language creation efforts in the industry reporting data on the development effort, time used, size of the team, etc. Establishing good metrics for collecting and analyzing the effort is challenging, particularly for industrial cases. Ideally research would collect data for different elements or phases of language creation (abstract syntax, constraints, notation, generators and tooling).

6 CONCLUSIONS

We compared the effort to create complete DSM solutions across ten cases, combining evidence from two complementary sources: detailed case studies and reported industrial experiences. Case studies provided us detailed data on how much effort is spent on creating different parts of the DSM solution. Although the two case study languages are different, the collected data has similarities: Creating the abstract syntax in a metamodel seems to take more time than creating the concrete syntax used for the notation.

The majority of public industry cases with this tool (or indeed others) did not indicate the effort at all. Those found, however, show that the effort to create a DSM solution with MetaEdit+ is modest: ranging from 3 to 15 man-days, with an average of 10. This is in line with our two case studies with a 4 man-day development effort — around the lower end of the industry cases. It is also worth noticing that the size of the effort was quite similar among the DSM solutions, even though they addressed different domains and were created by language engineers with different backgrounds and experience levels. As with our case studies, the actual implementation was done in all industry cases by one or two people. This indicates that large teams are not needed for language development (at least with this tool), but naturally a larger number of language users is welcome during the testing and incremental development of the language and DSM solution.

Unfortunately most of the industry cases found did not break the development effort down into different parts of a DSM solution. The available data from industry cases indicates that when
implementing a DSM solution with a generator, building the generator takes about twice the effort to creating the modeling language (metamodel, constraints and notation). Obviously 10 cases is not enough to generalize the development effort, in particular when having differences on the domains addressed and language engineers’ experience, yet they indicate that the investment need not be large.

Once a DSM solution is available, language users have been able to start creating models and generating the code rather quickly. The high productivity of DSM provides a good return on investment, and the effort used to develop the language is thus paid back quickly — as data for ROI calculations indicate [14, 21, 24, 25].

While we focused here on the language creation phase, we acknowledge that as in all software development, the maintenance phase is normally greater in terms of total effort. However, the effort to update the language, generators and tooling should generally be proportional to that of creating the language in the first phase. A major difference, however, is that during maintenance any changes to the language will also require that existing models be migrated to newer language versions. Tools vary widely in the work required for this, and future empirical research is needed to quantify the effect of that difference over the whole lifecycle.

We welcome future research applying empirical research methods to language engineering and language creation — as well as measurements from industrial cases creating languages, generators and tools. Researchers can repeat and validate this study following the same taxonomy of parts of the DSM solution and report their efforts. The scope of the research can also be extended by addressing other domains and other kinds of modeling languages. Since we focused on one tool and research indicates that different tools vary widely in the work required for this, and future empirical research is needed to quantify the effect of that difference over the whole lifecycle.
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